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CopernicusEurope's eyes on Earth

A The European Union's Earth Observation
Programme

A Looking at our planet and its environment for
the benefit of all European citizens

A It offers information services based on
satellite Earth Observation and in situ (Ron
space) data.
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CopernicusEurope's eyes on Earth

A Sentinell

I All weather, dayn-night

|
I Radar imaging for land & ocean services
[
|

" Able to see through clouds and rain

I Main instrument: Gband synthetic aperture radar



CopernicusEurope's eyes on Eartr

] f*v& »wr
A Sentinel2
I Medium resolution multispectral optical satellite for the
observation of land, vegetation and water

I 13 spectral bands with 10, 20 or 60m resolution and
290km swath width

I Main instrument: Multispectral instrument (MSI)



CopernicusEurope's eyes on Earth

A Sentinel3
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Measures seaurface topography (300m resolution)

|
I Sea & Land surface temperature (0.3K accuracy)
.

|

Colourwith a resolution of 1km

" Measures watewvapout cloud water content & thermal

radiation emitted by the Earth

Gobal sea surface temperatures (0.3K accuracy)

Main Instruments:
AOcean and Lan@olourinstrument (OLCI)
ASea and Land Surface Temperature Radiometer (SLST
ASAR RadaLtimeter(SRAL)



CopernicusEurope's eyes on Earth

A Sentinels5P

I Observation of key atmospheric constituents
Including ozone, nitrogen dioxidsulphurdioxide

I Improves climate models and weather forecasts

I Provides data continuity during the fryear gap between
the retirement ofEnvisatand the launch of Sentiné

I Main Instrument.TROPOspherMonitoring Instrument
(TROPOMI)




CopernicusEurope's eyes on Earth

A Sentinel4 (launch in 2021)

I Provides air quality with data on trace gas
concentrations and aerosols in the atmosphere
I Main Instruments:

AUVN Multispectral Spectrometer
Alnfra-Red Sounder (IRS)




CopernicusEurope's eyes on Earth
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A Sentinel5 (launch in 2021)

I Measures air quality and solar radiation, monitors
stratospheric ozone and the climate

I Gl obal coverage of Earth’s
unprecedented spatial resolution

I Carri ed aboaMeDpIetohMESENSBrALDA s
satellites

I Main Instrument: Passive Grating Imaging Spectrometer
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CopernicusEurope's eyes on Earth

ASentme46 (launch in 2020)
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" Observes changes in sea surface height W|th an accuracy
a few centimeters

Global mapping of the sea surface topography every 10
days
Enables precise observation of ocean currents and ocean
heat storage; vital for predicting rises in sea levels
Main Instruments:

A Synthetic Aperture Radar Altimeter (POSEIBION

A Microwave Radiometer (AMR)



Copernicusperations

A ESAdeveloped a dedicated ground segment whictiudes
i SentinelFlight Operations Segmer&Q@S) — The brain of thpleoetrol
i SentinelPayload Data Ground Segments‘(PD@&prising — The brain of the-gltae
A CoreGround Stations (CGS) for Data Acquisition and product generation in Ne@inreal
T Matera(eGeosIT)
T SvalbardK-Sat,NO)
I Maspalomaginta, SP)
T Alaskak-Sat,USA)
A SentinelProcessing and Archivi@entersPAC)
i S1(AstriumUK,DLR/DE)
I S2(AstriumUK, Indra/SP)
i S3(OLCI Land DLR/DE, SRBS/FR, SLSSRN ACRI/FR)
i S3(OLCI Marine EUMETSATYDE
A SentinelMissions Performanc€enteryMPC)
i S1(CLS/FR)
i S2(CSIFR)
i S3(ACRI/FR)
A SentinelPrecise Orbit Determination (PP8perated by GMNed (TresCantos, Spain)
A PayloadData Management Cent@®DMC) (Europea®pace Research InstituteESRIN,

FrascafliT)
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Spaceto-Earthdata delivery

A Orbitingfrom pole to pole about 700 km up, Sentirleh transmits data to Earth
routinely, but only when it passes over its ground stations in Europe. However,
geostationary satellites, hovering 36 000 km above Earth, have their ground
stations in permanent view so they can stream data to Earth allithe

A Marking a first in space, Sentinh andAlphasat(telco sat) haveinked up by
laser stretching almost 36 000 km

A Large volumes relay of data very quickly so that information from Edierving
missions can be even more readily available (used maritime safety and helping to
respond to natural disasters)
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Copernicus Data Hubs

A Copernicus Services Hub
T Over 200 users
i No rolling policy
i Data on demand service is available
T Service Level Agreement

A International Hub(hosted byGRNE Toperated byNational Observatory ofAthens)

T 4users National Aeronautics andaceAdministration/USANational Oceanic &Atmospheric
Administration/USA, U.S. Geological Survey/USA, Geoscience/AUSTRALIA)

i 3-week rolling policy
T Service Level Agreement

A Collaborative Hul{hostedby GRNE Toperated byNOA

T Over 25 users (including hub relays)
T 2-4 weeks rolling policy
I Service Level Agreement
A CopernicusOpenAccessiub
T 150.000 users
i No rolling policy
A Hub Relays, national mirror sites etc.

i Increase theoverallcapacity
i Differentflavors of data/metadata
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Copernicugaddedvalue services

A The Copernicus Land Monitoring Servig@L.MS)

I provides access to information on lange and lanecover products (e.g.
vegetation state or the water cycle)

A The Copernicus Atmosphere Monitoring Servic@AMS)

I provides data and information on atmospheric composition (current situation,
few days forecasts)

A The Copernicus Marine Environment Monitoring Servi{@MEMS)
I one-stop-shop for marine data
A The Emergency Management Servi&mS)

I supports crisis management (disasters caused by natural hazardsnade
hazards and humanitarian crisis)

A The Copernicus Climate Change Seryicas)
I provides high quality data and graphics for climate change
A Security service aims to support EU policies

i information in response to Europe’s
border surveillance, maritime surveillance)
A\ gr



Copernicudata Metrics

ESA®all hubs)
8 Million published products

60 PB downloads fromsers
Sentinell delivery: 1h (Near Real Time), 24h (Non Time Critical)

Sentinel3 delivery: 8h (Near Realime), <1lmonti{Non Time Critical)

GRNET/NOA Consumes GRNET/NOA Provides
A ~20k products /day A 36kp|’0dUCtS =13TiB/ day

A ~13TiB/day downloads [htHub)

A Data downloaded from the gcl)\lfvﬂﬁgggg%;“_llzgm day

distribution DC A 61kproducts =15TiB/ day
A For SentinebP GRNET will  downloads DIASHup

be the seeder A Overallavgproduct size:
/00MB
A gr (min: 15MiB, max: 1.7GiB



The Mission

“Transfer s at ethelmain servige disirddutiadC s
(central Europe)toour DCincr eec e ”
OR
“A constant flow of large files should be delivered dalily fio@
alphato DCbetaresidingthousands miles away, over Long Fat
Networks (LFNs”

A Datasets shoulthe transferredasapto the scientific
community and authorities

A The software handlinthe file download is using TCP
connections for datéaransferring and residesn multiple
Virtual Machines on multiple servers across the DC
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TheProblem
ProductsBacklog

GRNET/GEANT networks ecahieve speeds of marbps
but

A The transfespeed was noadequate

A The number of the datasets (files) per day, with a total size of
many Terabytes, that were in the queue waiting to be
transferred to ourDC was increasing

A Oneof our firstthoughts= distance &.k.apropagationdelay
In networking) leading to TGRrottling



To o Po Po  Po o Do Do Do Do Do

¢

Ecosystem to deal with

Newly-built DCwith spineleafcollapsed CLG8pology

EVPNVXLAN for L2 connectivity (between servers &@(ders)

Spine switches act as bauters
CarrierroutersrunningMPLS/ISSprovides L2VPNs tmwnnectDGto-IP
Carrier routerslinks overoptical servicesWDMopticalnetwork)
Eachayer of the aforementione®VAN/DCFabric are redundant to node,
link and routing enginéevel

Theoverall number of the paths between e+iibsts locatedo different
GRNET’'s DC&8 i s at | east

Servers runninghe service VMsalso multthomed to TOR leaf switches
GanettfKVM forlaaSdeployment

Servicespecific software isunning todownload thedatasets

The main DC is located in central Europe and our capacity view is limitec
the GRNET/GEANT network, two of the multiple pieces of the network
topologypuzzle. Nwview to the rest of the network links
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Troubleshooting Approach

Many software/hardware&components taking part to the service
provisioning there was no othgrath rather than..

Tryingto make an educated guess as a starting point and ado
a top-down approach for our troubleshooting



The educated guess

(1) takinginto consideration the report that another DC
somewhere in central Europe is downloading with higher
speeds from the main DC

(2) not knowing exactly what the numbers behind this vague
description are

(3) having assured there is no congestion inside our DC and V
topology, we start thinking the TCP characteristics.

the bandwidth-delay (BD) produckeffect is throttling the TCP
bandwidth of eachconnection
BUT
With so manydomains/operation teams between the host and
not controlling both ends we had to prove it and suggest prope

’Q&\ . tuning



Fast workaround

A Each satellitdas its owrdatasets, handled separately: one
FIFO queue of datasets per satellite waiting to the main DC 1
be downloaded to oubDC

A Multiple TCP connections are used in order to transfer
datasets irparallel

A The immediate workaround we decided to test if it really
workswasto increase the number of parallel T€shnections

A IFthe BDproducttheonl y caus e pefe ditsh e

A IFno packetloss (bufferoverflow, link congestion ety

A THENhe congestion window would not be activated, letting
each TCP connection to carry as many bits agibhgroduct
would let to fly onwire

A Thiswas the obvious way to increase the aggregabécate
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Work-around impact

Synchronized products on the local backends
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Assumptions

A ! NAH dzy $he BDrodiuct was theroot a u s e ”
A Baseline:
RTE propagation+ transmissiont+ processingr queuing
buffer(siz¢ = bandwidth * RTT
1st assumption:
The propagation delay
the dominant type of delay for londistancepaths=
estimatethe buffer size using thequation=
buffer size = bandwidth * propagation delay
2nd assumption:
No throttling/bottleneck (e.g. congestion baclf algorithm)
HypothesisWith constant RTT the bandwidth is proportional
to the buffer size.
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Fully(?)controlled Environment

A Smalltestbeddeployment insideur premises between
hosts located tdG R NE T ' sDCgd (2@0tmden awpy

A lIperfconsecutivaests with 1 TCBonnection

A No congestion/packet loss tmur WAN/DGetworks

A Results between Rosts with the default kerngdarameters:
HOSTA, DC &> HOST B, DC B
1sttrial: 0.0-10.0 sec 1.5&bitdsec
2ndtrial: 0.0-10.0 sec 2.0Gbitdsec
3rdtrial: 0.0-10.0 sec 3.1Gbitdsec

A >> 1Gbit/s vs. GRNEEntral EUDC

First conclusions:

A In LFNshe propagation delay is the dominant typeaddlay
A buffer size = bandwidth * propagation delay

A longer connections suffer more (200Mbit/s vs. 2Gbit/s)
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Fully(?)controlled Environment

A Kernelrx (max)buffer size= 6Mbyte
A Extraspace folinternal kernelstructures

A Therx buffer size idinuxkernelis the upperbound of the
window size but is not equivalett the window size

AThewf the receive buffer us
p ur p onstallwcahle for thecp window was stated
wrong to the manrpage= dig tothe kernelcode

A With windowsize scaling auto-tuning on thecorrect upper
bound for the default window size {snly) 3072 Kbyte
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Fully(?)controlled Environment

A Calculating thehroughput for8ms RTT thdefaultwindow size valuef
3072 Kbyte= <3.1Gbit/'sec, closdo the maxvalue weachieved
, but not enough, because the 1st trial has achieved only Gl5i8s,
almostthe 1/2 of the max achieved value of the 3mal

A Theiperf set of results, each time, had fluctuations, but there were no
packet retransmissions, so the congestion algorithm was not kicked

A RTTwas changin@
After several ping checks RTT~[8, 12Jms
The alternative paths were abovi28
Themathsfor the 12ms RTT results to an upper boun@ dfGbit/'sec

A Understand whyhe ping results were steadily 7.8ms or in rare cases
steadily 11.9ms wasmaghtmare (multipldinks betweenDC/Carrier/IP
network)

A Thereason for such a RTT difference was eventually found to a DWDM
opticalservicethat was following a much longer path, inserting
propagationdelay
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Fully(?)controlled Environment

A Theresults between those 2 hosts when we increasedrthem buffer
(receiver buffer that defines the announced window size ofeéhd-
host) were better

A Good news, but something unexpected derived from this tests, except
the large deviation between the trials we made in both directions. On
this round of measurements the results were not even approaching the
theoretical value of the maximutiroughput=
16Mbytesgives <8.4 Goit/secfor 8msRTT

A Wethought that there may be another bottleneck, starting looking again
to other systenparameters
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Fully(?)controlled Environment

We noticedthat the throughput had been throttled many times per
second, itwas like the sender was slowidgwn again and again

The sender was never sending packets with a rate that could reach the
maximum window size value that the receiver was announcing through
its acks

Weal so noti ced t h aatk.altytbseof TCH padketssthati
has not been yeackedfrom the receiver) were not exceeding the
sender buffer size (net.ipv4.tcp_wmém

Hence t he sender’'s buffer shoul d
large number of bytes iflight



Fully(?)controlled Environment

Throughput (20 segment MA)

Time[s]

The sender’s buffer shoul d
large number of bytes in flight

b e
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Fully(?)controlled Environment

Firstpriority requirementto optimize the bitrate tune therx/tx buffers

Werun the tests again setting the write buffers to the same values with
the receive buffers, in botend-host (x/tx buffer size 16Mbyte)

Theresults were much better:
HOSTA, DC A> HOST B, DCB
0.0-10.0 sec5.95Ghytes 5.11Gbitdsec

We were feeling that we could proceed with a longer step

$
Throughput est s with hosts outside GF
worldwide, tuning the relevant receive/transmit buffers.



Productionenvironment

Reallife conditions which define the environment we made the
measurements/observations

1)

2)

3)

4)
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Useof perfSONARhonNItoring suite fomeasurements

Useof ESnetervers(256 Mbyte buffers & 10Gbit NICsgapable of
supporting high throughputs even in higil Tlinks

We could throttle the TCP connection from our ehdst which was
acting as the sender, tuning the writeiffer

Theintermediate links were not congested as they were belonging to
overprovisioned research networks such as GEREEHnet

We estimated that the background traffic the moment of the tests was
between }1,5Gbps out of 10Gbps that a single TCP connection could
theoretically consume due to link speed constraints and hashing
(Layer3Layer4 hashing to nx10Gbit aggregated Ethernet buidles



Productionenvironment
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Conclusions

1) Therx buffer size of the fat flow receiver has the highest impactttp
performance= definesthe TCP window size shouldbe tuned taking into
consideration theRTT

2) Thewx buffer size of the fat flow sender must also be tuneak it defines
the maximum number of UBlcknowledged bytes that the sender side will
allow to fly on wire

Betterto define in bothtcp endpoints therx & the wx buffers, as a TCP
connection is bidirectional, unless you know which side is going to create
the heavy traffic (sender) &hich side is going to receive

3) The buffers which (at least) should be tuned (for Linux kernel):
net.core.rmem_maxXmax_valué
net.ipv4.tcp_rmem#in_valuedefault valuemax_valué
net.core.wmem_maxXmax_valué
net.ipv4.tcp_wmem#in_valuedefault valuemax_ valué
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Conclusions

4) ForRTTs 200ms, or/andlinks >10/40/100Gbit links you need huge
buffers, even 30x or 40x bigger than the default kervadues

Example: 131078Byte TCP window, 25Klbyte buffer, 148ms RTT
GRNET DESnelNew York <= 7254.9Mbit/sec

5) TCHx buffer max_valuedefines themaxwindow size of thax
throttling the maxthroughput of the TC®verthe path & the TCP send
buffer max_valuedefines themax number of bytes orilight (youneed
window scaling and receidauffer autotuningon, see RRZ323

6) A larger MTU size can support largégrroughput when:
(a) link congestion arise somewhere to the eneend path
(b) the bandwidthdelay product is not aottleneck
(c) there is no packdbss 6ee thered/blue line for intraDC test9
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Conclusions

7) MTU size affects the bandwidth performance of a single TCP flow when
this TCP flow consumes all the available bandwidthh® window size is
not a bottleneck

8)Y S Ny St Qize duteyuRirgy,avith unchanged read buffer
default_value is importing delays to the desired high bitrate butlgp in
large RTT TCébnnections
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Backup

Provided that you do not change the net.ipv4.tcp_rmdefault valuethe
tcp connection is starting with a small window importing a delay to the
desired high bitrate building up . Obviously, the&v8y TCP handshake over
| arge RTTs paths is also an i nevi
150ms RTT

| 15] localxxxxport 5165 connected witlyyyyport 5165

| ID] Interval Transfer Bandwidth

15] 0.3 1.0 sec 13.91Bytes117Mbits/sec

[ 15] 1.0 2.0 sec 593/1Bytes4979Mbits/sec

| 15] 2.0 3.0 sec 89MBytes7472Mbits/sec

0.15msRTT

| 3] localxxxxport 55414 connected witgyyyport 5001

| ID] Interval Transfer Bandwidth

: 3] 0.0 1.0 sec 1.1%Byte9.92Gbitdsec

3] 1.0 2.0 sec 1.1%Byte99.90Gbitgsec

3] 2.0 3.0 sec 1.1%Byte99.90Gbitgsec
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